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ABSTRACT

This article introduces a quantitative, data-driven method to identify clusters of groups of
data points in longitudinal data. We illustrate this method with examples from first-
language acquisition research. First, we discuss a variety of shortcomings of current
practices in the identification and handling of stages in studies of language acquisition.
Second, we explain and exemplify our method, which we refer to as variability-based
neighbour clustering, on the basis of mean length of utterance (MLU) values and lexical
growth in two different corpora. Third, we discuss the method’s advantages and briefly
point to further applications both in language acquisition and in diachronic linguistics.

INTRODUCTION

Much research in linguistics involves longitudinal quantitative data. To
name just two examples, both diachronic linguists and language
acquisition researchers monitor how particular distributional patterns
change over time. In both domains, it is often assumed that such
longitudinal development can best be characterized in terms of stages. In
the domain of language acquisition, on which we focus in this article,
there are several approaches to how stages are used, and the purpose for
which they are posited may influence how stages are determined.

The most prominent approach in the study of language acquisition is
based on the assumption that there are specific stages of development
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every child goes through and in which there is coherence across specific
domains. In the vast majority of cases, the parameter underlying such
developmental stages is a child’s age, cognitive development (Piaget,
1935, 1937) or, more frequently in language acquisition studies, an index
representing the child’s linguistic development such as mean length of
utterance (MLU) in words or morphemes (Brown, 1973), mean syntactic
length (MSL) (Klee, 1989, 1992), and in some cases the score on the
Index of Productive Syntax (Scarborough et al., 1986; Scarborough,
1990). The reason why many studies have relied on one of these latter
indices is the assumption that they are better predictors of children’s
syntactic knowledge than age, given the large age variation found in
children’s acquisition of all kinds of linguistic features. This approach is
based on the assumption that the general stages arrived at by the analysis
of, for instance MLU, allow us to make predictions about the
development of domains such as morphology or syntax. The most
famous example of this approach to stages is Brown’s (1973)
groundbreaking study of the grammatical development of three children:
Eve made the same grammatical progress from 1;7 to 2;3 that Adam and
Sarah made from 2;2 to 3;6. It is yet unclear, though, to what degree
MLU stages correlate with age: De Villiers and de Villiers (1973) as well
as Miller and Chapman (1981) found strong correlations between age
and MLU (0.78 and 0.88 respectively) a finding, however, which has been
difficult to replicate. For example, Klee and Fitzgerald (1985) found no
significant correlation (especially for the age range between 24 and 48
months). The stages that are usually assumed are represented in Table 1.
The second main use of stages focuses on single domains; using stages
merely as a technique for aggregating enough data for analysis. An
example of this kind of approach is Klima and Bellugi’s (1966) study of
questions in which they used MLU stages for extracting questions.
Whether stages are used to make predictions of the development in
other domains or whether they are used for single domains, two different

Table 1. MLU stages according to Brown (1973).

Stage Average age Mean MLU MLU range
I 15-30 1.75 1-2

11 28-36 2.25 2-2.5
111 3642 2.75 2.5-3

v 40-46 3.50 3-3.7
A% 42-52+ 4.00 3.74.5
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ways of using such indices stand out in particular. First, these values are
used punctually. For example, MLU values are often given for (parts of)
a particular corpus sample under investigation or as a characteristic of
children having participated in an experiment with the intention to
provide critical information about the child’s grammatical development.
Also, MLU values are used to match normally-developing children to
linguistically-impaired children. Second, they are used longitudinally, i.e.
in order for example to reflect the development of a single child.

It is probably fair to say that both of these strategies are quasi-
standard in contemporary language acquisition studies. However, ever
since the publication of Brown’s (1973) seminal work, it is also well
known that MLU values and, to a considerable extent, other comparable
quantitative indices come with some difficulties as will be discussed
below. In addition, the grouping of any quantitative data into different
stages also comes with a few risks and potential problems which we focus
on below. Given the central role that stages have played for many
acquisition or diachronic longitudinal studies in the past, we propose a
method of how to group data into stages in a way that circumvents many
of these issues. More specifically, we propose a statistical method that
can be applied to observational acquisition data in order to identify
groups in successive recordings for which MLU values or any other
parameters of interest are available. The key characteristic of the method
is that it operates in a bottom-up manner, i.e. the categorization is
performed on the basis of the data and the parameters of interest
themselves rather than on the basis of theoretical preconceptions or on
the basis of data from other children or other phenomena.

However, although the present study proposes and exemplifies a
method to identify developmental stages in acquisition data, we are not
arguing that one should always or mostly use developmental stages.
Thus, this article neither argues in favour of stage-based research in
language acquisition nor does it attempt to discuss the overall relevance
of stage-based work. What we do argue is that if stages are assumed they
need to be calculated in a statistically appropriate way. The goal of this
article is to provide a method to detect the quantitatively most promising
candidates for qualitatively interesting changes and stages within a
domain based on statistics rather than on intuitions of any one
researcher.

In the following section, we first focus on the major problems that
come with some ways of using quantitative indices such as MLU values
in language acquisition. We then justify and outline the statistical



16: 27 6 August 2009

Downl oaded By: [Gies, Stefan Th.] At:

220 S. TH. GRIES & S. STOLL

approach underlying our method. Next, we exemplify the method in a
case study involving MLU values from a corpus of Russian language
acquisition and another case study involving the growth of the lexicon in
English acquisition. Lastly, we discuss how this approach can be applied
to other quantitative parameters in developmental studies.

PROBLEMS WITH STAGES OF
TEMPORALLY-ORDERED DATA

Before we outline the statistical approach to be introduced here, let us
briefly exemplify why we think such an approach would in fact benefit
the analysis by briefly recapitulating a few problems of MLU values and
MLU-based stages in language acquisition research. Note, first, that we
will only be concerned with challenges that arise once one has obtained
utterance lengths and their means — we will not discuss issues of how
these MLU values are arrived at to begin with (cf. Crystal, 1974, pp. 295-
299). Many of the former kind of problems we will look at are well-
known but in order to understand our approach, it is instructive to
briefly recapitulate them before we present our alternative way of
arriving at stages. Note also that, while this section is largely based on
language acquisition research, all of the issues discussed also apply to
diachronic studies.

Relevance Problem

The relevance problem is concerned with the fact that in the analysis of a
particular phenomenon there may often be no a priori reason to use
stages based on MLU values or IPSyn values rather than stages defined
on the basis of the phenomenon one is actually interested in. In most first
language acquisition research, data are grouped into MLU-based stages
(e.g. for a study on tense/aspect, Shirai & Andersen, 1995). However, the
use of stages based on something other than the variable of interest (such
as the development of tense/aspect) can then bias the results in
unpredictable directions. Thus, one should avoid this problem in
deriving stages on the basis of the variable of interest (cf. Aksu-Kog,
1998, on the acquisition of tense/aspect in Turkish). Aksu-Kog¢ also
groups her data into stages, but on the basis of the phenomenon of
interest, the occurrence of particular tense-aspect morphemes. Note in
passing that the relevance problem is also relevant to similar analysis of
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diachronic data such as when researchers are considering combining data
from different historical periods.

Variability Problem

The other problems we would like to raise in this article can be exemplified
best on the basis of an actual example from our data. Consider Figure 1,
in whose upper half we plot MLU values (in words) of one Russian child,
Child 5 of the Stoll corpus (Stoll, unpublished data) on the left y-axis
against the child’s age on the x-axis. As for the MLU values, they are
based on all of 66 recordings of that child, each of which covers approx.
one hour during which the child interacted with the mother and other
family members in an uncontrolled setting. Since there is no standard
procedure of how to deal with potentially repetitive utterances, all
utterances were included in the analysis. Given the early stages covered
here, the number of multi-word repetitive utterances is likely to be small
and does not affect the general methodological point made in this article.
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Fig. 1. MLUs of 66 recordings of Child 4 between 1;11.28 and 4;03.12.
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As for the age of the child, it is expressed in decimal format such that, e.g.,
2;6.0/2 years, six months is expressed as 2.5. Finally, in the lower part of
the plot, the dashed line plots the sizes of the standard errors of the MLU
values at a higher resolution against the right y-axis.

Figure 1 suggests the following: impressionistically, there is the
expected increase of MLU over time, which can be characterized well
with the type of correlation often used in language acquisition studies
(Pearson’s r=0.71; F(1,64)=64.52; p <0.001; regression function:
MLU = 1.46 + 0.24-AGE; polynomials of degree two and three did not
provide significantly better fits).! The increase is also clearly reflected by
the non-parametric smoothing line shown in the graph (Cleveland’s,
1979, locally-weighted robust regression). More importantly, the data
exhibit what we call the “‘variability problem™: the data are very variable
in terms of both how the mean values increase and decrease again over
time and how the sizes of the error bars associated with individual mean
values vary. Thus, MLU values are often notoriously unstable and
variable, which is often not discussed explicitly, although providing
measures of central tendencies (e.g. means or medians) without an
indication of their dispersion is hardly ever useful. Griffiths (1974, p. 113,
n. 1) makes this point in an early review, and Klee and Fitzgerald (1985,
p. 259) show that children may be grouped into one of up to three stages,
depending on which 100-utterance sample is chosen.’

A sub-problem of this variability problem is what we call the
“developmental problem™. This arises in the longitudinal use of MLU
values, i.e. when one tries to characterize the development of a child in
terms of MLU stages. It is immediately obvious that one cannot simply
lump together all utterances with a particular MLU value because this
procedure would be completely blind to the order of elements and the
developmental implications this may have. Thus in the example of

"We know that a linear regression is not really possible here since, e.g. the data points
violate the assumptions of homoscedasticity and normality of errors, but following the
tendency in the literature to report linear regressions results, we provide the relevant
statistics for the sake of comparability.

*Klee and Fitzgerald’s claim must be taken with a grain of salt since their argument is
based on confidence intervals computed from standard errors, which are problematic
since the data are certainly not normally distributed; the same holds of course for Bondal
et al.’s (1987) replication. Again, for the sake of comparability, we will also use standard
deviations below, the ideal method would involve bootstrapping or even a permutational
approach to compute a more precise range of MLU values from the samples (cf. Gries,
2006 for exemplification).
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Figure 1 without taking the order of recordings into account one would
end up merging, e.g. the sixth recording at age 2;01.12 (with the MLU
value of 1.91) with the thirty-first recording at age 2;10.06 (with the MLU
value of 1.9), effectively merging data that are separated by nine months
of age and characterized by widely different neighbouring values. An
analysis allowing for such wide gaps between to-be-merged values would
not only transcend intermediate MLU stages on just two data points, it
could even lump together data points separated by 15 months of age and is
thus useless from the perspective of a developmental psychologist. Thus,
this problem is more of an academic nature and concerns merely
computational issues but since it will be important for the algorithm
below we mention it here.

In addition, this variability gives rise to what we will refer to as the
data-sparsity problem and the arbitrariness problem.

Data-sparsity Problem

The data-sparsity problem is concerned with what we have referred to
above as the punctual use of MLU values. Especially in cross-sectional
approaches, the large variability strongly increases the risk that
arbitrarily picking out an isolated MLU value to represent the status
of grammatical development at some point of time may result in very
different values. In this particular example, note how often even adjacent
MLU values can be so different from each other that they would in fact
belong to a different stage if stages were used as defined by Brown (1973)
or others; cf. Crystal (1974) for some early critique of other aspects that
increase the variability of MLU values from different studies. Unfortu-
nately, there is little one can do about this state of affairs other than
always trying to maximize the amount of available data and, of course,
bearing in mind the danger that comes with this punctual use of MLU
values. Given the variability exemplified in Figure 1, it also follows that
MLU data from different studies are actually much more difficult to
compare than one might assume.

Arbitrariness Problem

The final problem to be mentioned here is what we will refer to as
arbitrariness problem. The “‘arbitrariness problem is concerned with the
fact that the boundaries between different MLU stages are completely
arbitrary in the sense that there is really no motivation for why the mean
MLU of the first stage should be 1.75 rather than 1.74, 1.69, or 1.81 etc.,
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an issue that Brown (1973, p. 58) himself mentioned and that is reflected
in the fact that other scholars have revised Brown’s stages into
equidistant groups (cf., e.g., de Villiers and de Villiers, 1973). Again,
the same problem can surface in diachronic studies. Hilpert (2006)
investigates the historical development of the English auxiliary verb shall
by looking at its verbal complements in two different corpora. Crucially,
his corpora cover six successive 70-year periods from 1500 to 1920, but to
arrive at larger sample sizes for his statistical tests, Hilpert collapsed these
into three consecutive 140-year periods without testing whether this
merging of data is in fact warranted (cf. Gries & Hilpert, 2008).

This problem even arises if researchers determine stages on the basis of
their data instead of relying on the traditional stages introduced by Brown
(1973). This is exemplified by the extreme improbability that different
researchers asked to classify the recordings represented in Figure 1 into
different groups while simultaneously avoiding to group together widely
disparate ages would agree on the exact groups or even, more modestly,
identical numbers of groups. With 66 consecutive recordings as variable
as those represented in Figure 1, one can devise very many different
groupings, and for most of these there are many different ways to arrive at
them. This lack of a common procedure to determine stages can pose
serious challenges not only within individual studies but also for the
comparison of results from different studies. If, for example, researchers
are interested in using only a selection of recordings of an individual study
for future coding of other variables and the grouping is arbitrary, the
validity of all further results is threatened. Unfortunately, these difficulties
can also arise with the, in general, more sophisticated moving average
techniques. On the one hand, means obtained from a window span of, for
instance, three adjacent MLU values may also result in means that do
belong to a MLU stage different from those of the surrounding values. On
the other hand, the choice of any window span is arbitrary to begin with.

Some of these issues may appear to be more of an academic point of
critique rather than a substantive issue. For example, to a developmental
psychologist, a grouping that lumps together recordings as disparate in
age as the examples just discussed may seem utterly absurd. However,
characterizations of how MLU-based groups are arrived at often leave
open questions as to how important methodological decisions were
taken — it is not enough to simply state that one attempted to create
groups with high between-group variability and small within-group varia-
bility if the exact methodological choices are not made explicit. Questions
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that are often left open include the following: did the authors use means?
Or, did they use medians, following Griffith (1974, p. 113, n. 1)? How was
the inevitable variation of the means figured into the recognition of the
groups? How were the differences between stages arrived at? Did the
grouping of the files take into consideration the possibility that
temporally, and thus developmentally, widely disparate recordings have
virtually identical MLU values?

Some authors explicitly mention if some sessions are grouped dif-
ferently than their MLU would suggest (e.g. Bloom et al., 1980, p. 388),
but it is usually not explained how the decision on a particular grouping
was made and even though this must ultimately be a quantitatively-
informed decision, no statistical method has been proposed that allows
such groupings on objective grounds. In the following we will propose
such a method.

A solution that addresses all problems at the same time involves two
major changes from the currently dominant practice. First, we suggest
sampling the relevant recordings on the basis of the phenomenon of
interest — as opposed to MLU values or some other general parameter.
Second, we suggest using a principled bottom-up algorithm — as opposed
to a subjective grouping — such that one could choose from groups which
are relatively homogeneous internally and relatively heterogeneous when
compared with other groups.

One of the methods most widely used on similar occasions is
hierarchical agglomerative clustering (cf., e.g. Rousseeuw & Kaufman,
1990, for an overview). While there is a multitude of different clustering
algorithms available, the underlying logic of most of them is the one
represented in Algorithm 1 in pseudo-code. While this representation is
not yet particularly frequent in linguistic circles, it has the advantage that
it does not require readers to know any programming language but is
more explicit than many of the usual characterizations.

Distance measures that are often used (in line 1) are the Euclidean
distance, the Manhattan or City-Block metric, or the cosine; amalgama-
tion rules one often finds (in line 4) are average linkage or Ward’s
method. For reasons that will become apparent below, it is useful to
briefly explain how Ward’s method handles the crucial steps in
lines 3 and 4. Ward’s linking rule involves the reiteration of two steps.
First, the algorithm tests all possible fusions of two elements to determine
which fusion minimizes the resulting sums of squares. Second, the two
elements thus identified are then merged into a new cluster that takes on
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Algorithm 1. Pseudo-code of many hierarchical agglomerative clustering algorithms.

1 compute a distance or a similarity matrix’ which
provides the (dis-) similarity of all elements to each
other on the basis of some distance measure

2 repeat

3 identify the two elements that are most similar
to each other (in the case of ties, choose one
pair randomly) ;

4 merge the two elements that are most similar to
each other and compute new distances on the basis
of this merger

5 until the number of elements is one

6 draw a dendrogram that summarizes the groupings
arrived at in steps 1 to 5

the weighted average of the original values; then the whole process is
repeated.

While agglomerative clustering is often a very revealing procedure, in
the present context it suffers from the problem that this kind of cluster
analysis is blind to the order of elements. What is needed, thus, is a
method that takes the order of elements into account and such a method
will be introduced and exemplified presently.

The General Algorithm
The method, which we refer to as variability-based neighbour clustering
(VNC), starts out from similar data as those underlying Figure 1 and, as
it will become evident below, is conceptually similar to agglomerative
clustering using Ward’s method. However, a crucial difference is that, in
addition to the raw MLU values represented in Figure 1, the method by
definition also takes into consideration the variability of the data in the
recordings. Let us first introduce the VNC algorithm abstractly by means
of the pseudo-code in Algorithm 2.

In order to render this algorithm easier to understand let us see how it
works on the basis of two examples.

3Depending on the particular measure that is used, distance matrices and similarity
matrices can often be thought as derivative of each other; we will use the terms distance
matrix and distance measure but nothing here hinges on this terminological choice.
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Algorithm 2. Pseudo-code of general variability-based neighbor clustering.

given a set of n recordings where each recording (i) is
identified by a different age and (ii) comes with one or
more statistics regarding a phenomenon in question . . .

01 repeat
02 for all groups of recordings named age, and all
recordings named after the next higher age,
03 compute and store some measure of
variability for the combined data of all
recordings named age, Oor agey ;1
04 identify the smallest of all n-1 measures of
variability, which is called minvar
05 merge the data from all recordings of agepinvar
O ag€ninvar+1
06 change the age names of all recordings of

ag€ninvar OF @9€ninvar+1 £O the weighted mean of
their combined ages
07 wuntil all recordings have the same age name

A First Case Study: MLUs in Russian Acquisition
The first case study is concerned with MLUs in the first language
acquisition of Russian and based on the data from a child from the Stoll
corpus of Russian. The case study is based on similar data that were used
to generate Figure 1. We analysed all utterance lengths (in words) from
123 recordings of Child 3 (age 1;03.26 and 4;09.30) from the Stoll corpus.
To obtain these data, we retrieved all character sequences separated by
white space from all utterances of all files of this particular child.
Accordingly, we obtained all utterance lengths of the child in n=123
recordings and, thus, had the right input for Algorithm 2. We now
propose to put into operation the similarity of two adjacent recordings as
the absolute difference of their two MLU values (in words, MLUw)
divided by the standard deviation of all utterance lengths in the two
adjacent recordings. In Algorithm 3, we render the general algorithm
more precise.

Figure 2 plots 123 MLU values of Child 3 against the ages of this child
at each recording time; the vertical error bars represent one standard
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Algorithm 3. Pseudo-code of variability-based neighbour clustering 1.

01 repeat
02 for all groups of recordings named age, and
all recordings named after the next higher
agex+t1
03 compute the MLUs of all recordings named age,
OF ag€yxy1
04 compute the absolute difference diff,, .44,
abs (MLU,-MLU, ;1)
05 compute the standard deviation sdy, 41 of the

combined data from all recordings named age,
or age,y; and add a small constant

06 compute the quotient diff,, ., divided by
sdy, x+1
07 store this quotient for the set of recordings
named agey Or ageyyi
08 identify the smallest of all n-1 quotients of
variability, which is called minvar
09 merge the data of recordingginvar and
recordingpinvar +1 into a new recording
10 change the age names of all recordings of agepinvar

Or ag€pinvar +1 £O the weighted mean of their
combined ages

11 for each recording
12 compute the MLU and its standard error
13 plot the MLU against the (original or

already changed mean) age at the MLU's
recording time

14 add vertical bars representing the standard
error of the MLU
15 add horizontal error bars encompassing the

range of original recordings that are
summarized in the data point
16 for future evaluation, store in an extra output
file the elements clustered and the distance (the
relevant quotient)
17 stop repeating all this until all recordings have
been merged
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error for each recording and the dotted line summarizes the overall
tendency of the MLU values using a non-parametric smoothing
technique (cf. Cleveland, 1979).*

When the algorithm goes through lines 2 to 5 the first time, it computes
the MLU of all 15 utterances of the first recording (which was made at
age 1;03.26, which we display on the x-axis in Figure 2 as a decimal:
1+ + 2% =1.32123) and all 238 utterances of the second recording
(which was made at age 1;04.03, which in the same decimal format is
1.34155). All utterance lengths are 1, which is why (i) both MLUs
amount to one and the absolute difference is zero and (ii) the standard
deviation of all utterance lengths from both recordings is 0, to which a
small constant is added in line 5 to rule out divisions by zero. The
quotient computed and stored in lines 6 and 7 is thus 555557 ~ 0, i.e. the
minimal possible value. The algorithm then performs these steps for all
adjacent recordings (i.e. 2 and 3, 3 and 4, ..., 122 and 123). This is the
equivalent to computing a distance matrix in regular clustering, but in

MLU

TR TS TOT RS T I I Twr AT T T e T T i AT I i IreomeT T W WrrrvevaT T
TRRERNTR e o
5 TR B00 WGBS NI M MO AR a

AGE

Fig. 2. MLUs of 123 recordings of Child 2 between 1;03.26 and 4:;09.30: before
amalgamation starts.

*We performed all computations and generate all graphics in this paper using R for
Windows 2.4; cf. R Development Core Team (2006).
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this case the algorithm only computes a distance vector because it does
not compare utterance lengths of all recordings to every other one but
only to those of the temporally neighbouring ones.

The algorithm then determines in line § that the first quotient of all 122
is one out of several minimal ones and, in line 9, merges the data of the
first and the second recording into one new recording, which now
comprises 154238 =253 utterances. In line 10, this new, merged,
recording gets as a name the mean of the two original recordings (i.e.
1.33139); this merely serves the purpose of always being able to identify
to which (merged) recording each MLU value belongs.” Lines 11 to 15
produce a new plot, which is represented in Figure 3. Line 16 stores all
the information resulting from this merging into an interim/output file.
Line 17 ends the algorithm when all recordings have been merged into
just one: just like all agglomerative clustering approaches, our amalgama-
tion process ends when all initially distinct data points have been
amalgamated into one big cluster. This must not be misunderstood as

ML
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Fig. 3. MLUs of 123 recordings of a Child 2 between 1;03.26 and 4;09.30: step 1.

SNote that if at a later stage the data for these two recordings are merged with the next
one (at age 1;04.11, 1.36347), then the new mean is weighted to yield (2-1.33139+
1.36347)/3 = 1.342083.



16: 27 6 August 2009

Downl oaded By: [Gies, Stefan Th.] At:

FINDING DEVELOPMENTAL GROUPS IN ACQUISITION DATA 231

meaning that all data sets must be interpreted as constituting one single
cluster. It means that any algorithm will ultimately amalgamate all data
points into one cluster and that — as with all exploratory methods —it is the
researcher who will have to decide on the desired resolution of the results.

The number of required computations is substantial. It is therefore not
feasible to perform the computations of 7500 + standard deviations (the
cumulative sum of 1 to 123) as well as all 122 mergings, etc. by hand. We
used an R script written by the first author, who can be contacted for
details and the actual code.

Now what is the result of this whole process? The result is a stepwise
amalgamation process just like in hierarchical agglomerative clustering.
The successive amalgamation of all 123 recordings shows that the differ-
ences between any two successive graphs is minimal, but the overall clus-
tering process can be checked either on the basis of individual graphs such
as those in the above figures or, for a more intermediate step, Figure 4.

More rewarding, however, is the inspection of graphs near the end of
the amalgamation process. For example, Figure 4 suggests that the MLUSs
of this child be summarized as making up several different stages with
ascending MLU values and one “outlier” at the age of approximately
4:;0.24 (which is 4.07 in decimal format). It is worth noting that the
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Fig. 4. MLUs of 123 recordings of Child 2 between 1;03.26 and 4;09.30: step 80.



16: 27 6 August 2009

Downl oaded By: [Gies, Stefan Th.] At:

232 S. TH. GRIES & S. STOLL

definition of outliers here is not arbitrary — rather, the user can rely on the
data-driven results for identifying outliers. For example, one could define
outliers by noting that a particular value violates the developmental
tendency of all or nearly all other values in the figure as this one does. In
addition, outliers could be identified on the basis of the distance that has
to be bridged for amalgamation, which could be given in the caption of
each figure and also logged in an additional output file (cf. line 16 of the
algorithm in Algorithm 2). We will mention a third way below.

Note several important features of this type of analysis. First, just as
would be expected the analysis avoids the developmental problem, i.e. the
amalgamation of non-adjacent recordings and the disadvantages that come
with this otherwise standard approach to clustering because only recordings
with adjacent age names are compared and can be merged. Second, just like
regular clustering algorithms, this method also does not only indicate the
most useful groupings of data points — it also indicates the size of the
clusters and, thus, the lengths of the developmental stages that are most
strongly supported. Third and more importantly, as the implementation
presented above is modelled on the Ward algorithm, it takes into
consideration not only the means as such, but also the dispersion of the
values by always including the standard errors of all merged recordings.

Fourth, for those who are more accustomed to interpreting such
results on the basis of traditional tree diagrams, the data can be
transformed into a dendrogram, too, where the ages are plotted on the
x-axis while the distances on the y-axis correspond to the sums of
quotients computed in line 8 and 9 of the algorithm. This way, the more
intuitive representation in Figure 5 is available.

This dendrogram allows for the third way of identifying outliers: An
outlier could be defined as a single data point that is merged very late and, if
desirable, the researcher could even specify a particular threshold value on
the y-axis to define what is meant by “late”; as an example consider again
the above mentioned data point at age 4.07, which is merged at a sum-of-
differences point as late as at 8.42 out of a maximum sum of differences of
10.68 for this child. Just as with other agglomerative cluster analyses, there
are three different ways to approach the output of our algorithm.

First, one can inspect the dendrogram on an intuitive, eyeballing
basis. On that basis, this dendrogram suggests, for example, one big
cluster from the earliest recording until about age 2;03, followed by a
smaller cluster of nine recordings, then three clusters etc. as indicated by
the boxes.
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Fig. 5. A dendrogram-like representation of the amalgamation of the 123 recordings of
Child 2 between 1;03.26 and 4;09.30.

Second, one can resort to more rigorous bottom-up analysis. For
example, it is possible to plot the difference quotient obtained in line 8/9
against the amalgamation steps (as an inverse scree plot) to determine
where natural numbers of clusters emerge because dissimilarity increases
after a few amalgamation steps. Such a graph is represented in Figure 6,
which suggests adopting five or 12 clusters because the fifth and the
twelfth data point are local minima. That means, when there are only
twelve clusters left and one wants to merge elements again, then one has
to bridge a huge distance before the next recording can be merged with
one of the existing 12 clusters, which reflects the fact that this
amalgamation is costly in terms of resulting in a large increase in
heterogeneity; the same applied to the fifth cluster.

Third, one can approach the dendrogram with an a priori defined
number of clusters in mind and determine the sizes and locations of these
clusters. For example, if a researcher required an n-cluster solution for, say,
a particular sampling scheme, then the analyst can inspect the dendrogram
for a solution with a number of clusters closer to the required number.

It is worth pointing out in this connection what this implies and to
relate this to some general caveats with regard to cluster-analytic
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Fig. 6. Difference coefficients across all amalgamation steps.

approaches. On the one hand, this means that the results can be used
flexibly, but this does not also mean that the researcher can lump
together any recordings because (i) the clusters that were arrived at on a
principled bottom-up basis constrain the ranges of possible groups and
(i1) the distances between clusters make some groupings more likely than
others. This approach, thus, avoids the arbitrariness problem but at the
same time allows one to identify structure where other statistical/
representational formats do not (as in Figure 1). On the other hand, the
algorithm does not deterministically decide on the number of clusters
that are observed in the data. Any cluster analysis will detect structure in
data — it is up to the researcher to decide which grouping is theoretically
most meaningful and/or practically most desirable. It should be
emphasized that VNC is a heuristic tool and the algorithm we propose
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needs to be backed by theoretically informed or practically necessary
decisions.

Given all these advantages, we suggest that the proposed algorithm and
its diagrammatic representations allow for a more objective and data-
driven identification of relevant groups in the data than a mere eyeballing
of the distribution of the MLU values. In the following section, we present
a second case study to provide some further support for this claim.

A Second Case Study: Lexical Development in English

The second case study examines the lexical development in a corpus of
one English child (Adam) from the Brown corpus (1973) taken from the
CHILDES database (MacWhinney, 2000). We can expect a positive
correlation between the age of the child and the size of his lexicon. In
order to represent approximately what this correlation looks like, we
analysed all 53 files of Adam. In order to determine how Adam’s lexicon
grew over time, we used an R script implementing Algorithm 4.

Algorithm 4. Pseudo-code to estimate the growth of Adam’s lexicon.

01 for each recordingy
02 read all utterances by Adam
03 split each line into words at sequences of
characters that were not letters, hyphens, or
plus-signs
04 store all types that occur in each recording in a
list
05 define a vector lexicon
06 store all types from the first recording into the
vector lexicon
07 define a vector lexicon.size
08 store the number of types in the first recording in
lexicon.size;
07 for each recording, (where y iterates from 2 to n)

08 determine which of the types in recording, is not
yet in the vector lexicon

09 add these types to the vector lexicon

10 store the new length of the vector lexicon in

lexicon.size,
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As a result of this, we obtain a vector lexicon.size, which contains for
each recording the number of types produced at least once until and
including this recording. The development is summarized in Figure 7.

For illustration purposes we chose a simplistic approach to measuring
the size of Adam’s lexicon. As a more refined method, for example, one
could include a word only after it has been produced a second time or
after it has been produced in at least two different contexts. Our point,
however, is that whatever approach one adopts, one would also end up
with some such vector containing type frequencies and would have to
take some decisions as to how to group the data. In other words, the
approach we propose here is independent of how the original vector to
which it is applied has been arrived at.

It is obvious that any researcher who wished to classify these data into
groups would probably run the considerable risk of ending up with a
rather subjective classification that many other researchers might not
want to subscribe to. Also, there is the additional problem that there is
just one observation per case, viz. the number of words that the child is
assumed to know. This is untypical because the usual kind of application
of a cluster analysis requires that the elements to be clustered are
described on the basis of ¢ > 1 criteria, i.e. each element is characterized
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Fig. 7. Frequencies of all word types produced by Adam between 2;3.04 and 5;02.12.
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on the basis of a vector with more than one element so that measures of
vector similarity such as correlations, cosines etc. can be applied. We
solve this problem by choosing an appropriate similarity measure,
namely the variation coefficient: that is, the similarity of lexicon sizes at
two points of time is measured by the quotient of the mean of their joint
type frequencies divided by the standard deviation of their joint type
frequencies, which is less dependent on the size of the mean as a regular
standard deviation would be; cf. Algorithm 5.

When the algorithm goes through lines 1 to 3 the first time, it computes
the variation coefficient of the two cumulative type frequencies of the first
two recordings, which are 397 word types and 592 word types
respectively, which amounts to 0.2788. This is then done for all adjacent
recordings (i.e. 2 and 3, 3 and 4, ..., 52 and 53). The algorithm then
determines in line 5 that the variation coefficient for the recordings at age

Algorithm 5. Pseudo-code of variability-based neighbour clustering 2.

01 repeat
02 for all groups of recordings named age, and all
recordings named after the next higher age,;
03 compute the variation coefficient of all
these recordings named age, or age, 1
04 store this variation coefficient for the set
of recordings named age, Or age, i
05 identify the smallest of all n-1 variation coef-
ficients, which is called minvar
06 merge the data of recordingyinvar and
recordinguinvar+1 1Nto a new recording
07 change the age names of all recordings of agepinvar

Or aJ€pinvar +1 £O the weighted mean of their com-
bined ages

08 store the new age names and the variation
coefficient of the recordings just merged

09 stop repeating all this when there is just one

recording left

10 for all mergers just stored

11 plot the sizes of the variation coefficients on
the y-axis against the ages on the x-axis




16: 27 6 August 2009

Downl oaded By: [Gies, Stefan Th.] At:

238 S. TH. GRIES & S. STOLL

4;06.24 (i.e. 4.586) and at age 4;07.01 (i.e. 4.6628) is the smallest
(namely 0.0054), and, in line 6, merges the data of these two recordings
into one new recording, which now comprises the values of 397 and 592.
In line 7, this new, merged, recording gets as a name the mean of the
two original recordings (i.e. 4.6244). Lastly, this smallest variation
coefficient is stored for later plotting and the algorithm is repeated until
all recordings have been merged. The resulting dendrogram is shown
in Figure 8.

As the dendrogram shows, there is quite some structure in the
development that seemed so difficult to characterize in Figure 7.
Depending on one’s needs or on more detailed analysis of the actual
types involved, the analysis strongly suggests that it is best to choose five,
or more liberally between four and up to seven, clusters of consecutive
recordings. Also, the dendrogram considerably constrains the range of
possible groupings that Figure 7 would still have allowed for and all the
other advantages discussed in above apply as well. We thus again submit
that the overall VNC approach — i.e. regardless of the exact statistics
involved — allows us to identify structure in seemingly messy and
continuous data sets on a principled, quantitative, bottom-up basis.
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Fig. 8. A dendrogram-like representation of the amalgamation of the lexical growth 55
recordings of Adam between 2;3.04 and 5;02.12.
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CONCLUSION

We started out by pointing out a variety of problems of studies using
temporally-ordered data in language acquisition research: the problem that
many groupings are not performed on the basis of the phenomenon of
interest but on the basis of the more convenient approach using MLU
values, as well as several problems that have to do with the exact way of
how groupings are established. While we do not necessarily believe that
developmental stages are always necessary, we suggest that, if stages are
used, then variability-based neighbour clustering allows identification of
the number of groups that is suggested by the dataset itself in a data-driven,
quantitative and replicable way. Crucially, these stages are based on the
phenomenon one is actually interested in rather than on age or MLU.

It is worth emphasizing again that nothing hinges on the particular
operationalizations we have chosen here. This is true on two relevant
dimensions. First, with regard to the cluster-analytic statistics: the meas-
ure of similarity and the amalgamation rule; second with regard to the
statistic on which the clustering is performed. As to the former, for
example, in the first case study the measure of similarity we used was the
standard deviation while in the second it was the variation coefficient. In
addition, we have used an amalgamation strategy modelled on the well-
known method proposed by Ward. We do not intend to suggest that
these are a priori the best methods — other researchers might prefer other
measures of variability or similarity such as standard errors, entropy
values, cosines between vectors, etc., or other amalgamation methods.
We suggest, however, that a data-driven, bottom-up approach of the
above kind is useful for determining stages independent of the kind of
developmental data investigated, and we believe that the flexibility of the
general algorithm is a virtue in the sense that researchers can tailor it to
their particular needs.

As to the latter, in the first case study we used MLU values (because
they are the most widely-used statistic for arriving at stages), and in the
second we used lexical growth. Again, other researchers, however, will
want to apply the method to yet other data. It is especially in this respect
that we think that this approach has a lot to offer. The general algorithm
allows to group recordings on the basis of any quantitative measure
irrespective of whether each recording is characterized by many values
(as in case study 1 with the individual utterance lengths per recording)
or just a single value (as in case study 2 with a single type frequency
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per recording). Thus, the stage-wise development of any linguistic feature
can now be described completely on its terms and without reference to
predefined MLU stages or other potentially irrelevant parameters. The
same holds for all other studies in which different recordings/files are
associated with quantitative data, opening up new areas of exploration
also in, for instance, diachronic studies. For example, in the domain of
historical linguistics, Gries and Hilpert (2008) discuss how VNC can be
used to determine different historical stages in the development of the
English auxiliary shall and the English present perfect.

Two Final Remarks

First, we deliberately avoid the addition of significance tests or additional
mathematical modelling to the current method. Neither does this rule out
the addition of significance testing to the algorithm (by, for example,
employing re-sampling methods; cf. Suzuki, 2006) nor does it preclude
additional mathematical modelling of the results. Our focus in
introducing this method here, however, is that we intend VNC to be
primarily used on an exploratory basis just like most other clustering
methods. Second, we explicitly argue against blindly applying some
implementation of VNC to longitudinal data. Different cluster solutions
need to be explored and checked for similarity or consistency (using, say,
Fowlkes & Mallow’s, 1983, measure or similar statistics); the impact of
removing potential outliers then should be tested in ways similar to
model criticism on the basis of adjusted R* or AIC values.

In sum, we introduced a general kind of clustering method for
longitudinal data, one that is comprehensive, rigorous, replicable, data-
driven and bottom-up. We believe that linguistics as a field has much to
gain from at least exploring such methods in more detail to ultimately
arrive at more objective ways of categorizing the various kinds of
longitudinal data we regularly encounter.
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